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Abstract 
 
ABSTRACT This paper proposed a model to detect fires in the industrial field using You Only Look Once Version 8 (YOLOv8) 
framework. The proposed model is based on three primary stages which are data pre-processing, feature selection, and evaluating 
the results using a variety of metrics. Images are resized, enhanced, noise is reduced, and videos and images are labeled with 
bounding boxes surrounding the fires during the data pre-processing step. The YOLOv8 model's speed and accuracy make it the 
preferred choice for feature selection. The performance of the proposed model is assessed using a variety of metrics, including 
accuracy, precision, and recall. Furthermore, the suggested model is trained in a real-time system that is capable of processing 
camera feeds in real time. When a fire is detected, the building's fire alarm should go on to alert people and tell them to evacuate. 
The experiment's findings show that the recommended model produced results with 98.1% accuracy, 98.9% precision, 95.3% 
recall, and 98.1% mAP. Finally, the proposed model is contrasted with existing methods on the same dataset. 
 
INDEX TERMS: YOLOv8, Deployment, deep learning, fire detection, Integration 
 

1. Introduction 
Fires have the potential to cause serious financial harm in 
addition to endangering lives. In 2020, there were 1153 
forest fires in China, seven of which were big ones, 
according to incomplete statistics. It damaged people's lives 
and property and resulted in an economic loss of CNY 
162.19 million. As a result, fire detection is crucial to 
safeguarding forest resources as well as the lives and 
property of humans. At the moment, there are three 
fundamental ways for detecting fires: image processing 
technology, sensor detection, and manual inspection. 
Conventional hand inspection and sensor detection are 
sensitive to external factors such as temperature, humidity, 
wind speed, and spatial location, and they respond slowly 
and tire easily. As a result of this, false alarms frequently 
occur, and early fire detection is challenging. The precision 
of image processing algorithms has been continually 
improving while maintaining their advantages of low cost 
and great efficiency [1]. As a result, a number of scientists 
have used image processing methods to identify flames. 
Conventional image processing methods for fire detection 
usually use hand-picked features, like color [2], texture [3], 
and geometric features [4], to divide up flames. These fire 
segments are then used to classify and match the images 
using machine learning algorithms.   However, using 
manually designed feature extraction, standard image 
processing algorithms cannot fulfill the requirements for 

model generalization capability and robustness in real 
engineering due to the complexity of the fire environment. 
The redundancy and interference brought on by the manual 
extraction of image features can be efficiently overcome by 
deep learning target detection, which can automatically 
extract picture details and images features [5].   
Fire detection systems that depend on deep learning 
approaches rather than feature descriptions are attracting 
growing attention [6, 7]. Since deep learning-based fire 
recognition is an improvement over classic image 
processing-based method. Despite this, most deep learning 
fire video detection systems available today require 
computers equipped with robust CPUs and GPUs for 
accelerated processing, in addition to a few embedded 
platforms for cloud image recognition. This is a result of 
deep learning requiring a significant amount of computing 
power and target recognition emphasizing real-time 
recognition. They first impact the hull's layout, need a 
significant amount of wiring, and take up a lot of space and 
money. It's necessary to have good network coverage [8]. 
The aforementioned research leads us to conclude that the 
present fire detection algorithms have two main limitations: 
an excessive number of parameters that make the algorithm 
difficult to compute and a weak resistance to environmental 
changes that expose the algorithm to false alarms. Due to 
these factors, an early real-time fire detection system based 
on the You Only Look Once version 8 algorithm (YOLO v8) 
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for industrial applications is presented in this paper. The 
usefulness of the model for fire detection in real-world 
circumstances is demonstrated by the experimental findings 
that have been supplied and documented. The proposed 
method shows the benefits of our suggested system and 
contrasts it with other fire detection systems currently in use. 
The main contribution of this paper is: 

• The model based on You Only Look Once Version 
8 (YOLOv8) framework for fire detection in the 
industrial field is proposed. 

• An extensive dataset with fire, smoke, and typical 
scenes is used, in contrast to other approaches that 
use a limited number of datasets. Real-world photos 
and videos gathered from multiple sources are 
included in the dataset. There are many different 
types of fire scenarios in the dataset, such as small 
and big fires, indoor and outdoor fires, and low- and 
high-light situations. 

• Through the application of deep learning to identify 
fire-specific characteristics, the suggested model 
may reduce false alarms and prevent needless 
emergency responses. 

• By utilizing the advantages of deep learning 
algorithms like YOLOv8, the suggested model may 
increase the accuracy of fire detection when 
compared to traditional methods. It achieved 98.1% 
accuracy, 98.9% precision, 95.3% recall, and 
98.1% mAP. 

 
The remaining parts of the paper are structured as follows: 
Section 2 reviews related literature, while Sections 3 and 4 
outline the proposed algorithm, feature selection, and YOLO 
model. Section 5 presents the experimental results, and the 
final section summarizes the conclusions. 
 
2. Related work 
Traditional fire detection methods often rely on flame and 
smoke sensors, but these approaches are unsuitable for all 
environments. The growing use of video cameras in public 
safety systems has enabled the development of machine 
learning-based fire detection techniques that rely on image 
analysis. Early vision-based methods primarily relied on 
handcrafted features such as color, texture, and shape to 
identify fires. For example, Chen et al. [9] proposed a rule-
based approach using RGB and HSI color models to analyze 
fire behavior across frames. Celik and Demirel [10] 
introduced a flame pixel classification technique based on 
the YCbCr color model, while Wang et al. [11] leveraged 
flame color dispersion to distinguish fire regions. However, 
these color-based methods are highly sensitive to lighting 
conditions, shadows, and reflections, leading to frequent 
false alarms. 
To enhance robustness, researchers incorporated additional 
features such as motion and texture. Borges and Izquierdo 

[12] developed a probabilistic model integrating color and 
motion characteristics, while Mueller et al. [13] utilized 
optical flow to differentiate fire from other moving objects. 
Foggia et al.  [14] proposed a multi-expert system combining 
color, shape, and motion analysis. Despite these 
improvements, conventional approaches remain limited by 
their reliance on hand-crafted features, making them less 
effective in complex environments. 
Recent advancements in deep learning have significantly 
improved fire detection accuracy. Deep learning models 
such as convolutional neural networks (CNNs) have been 
employed to automate feature extraction, reducing false 
positives and enhancing generalization. For instance, Wang 
et al. [15] proposed a flame detection system based on KNN 
background subtraction, while Ghosh et al. [16] combined 
CNN and recurrent neural networks (RNNs) to improve 
accuracy in forest fire detection. 
Single-stage object detectors, such as the YOLO family of 
models, have gained popularity due to their high speed and 
accuracy. Redmon et al. [17] introduced the original YOLO 
model, which treats object detection as a regression problem. 
Subsequent versions have refined its architecture, improving 
precision and efficiency.  The YOLO family of algorithms 
has gained popularity due to its high accuracy and efficiency. 
YOLO models can be trained using a single GPU, making 
them accessible to a wide range of developers. The latest 
iteration, YOLOv8, introduced by Ultralytics [18], builds 
upon the success of YOLOv5 with architectural 
improvements for enhanced performance in object detection, 
image classification, and segmentation. 
YOLOv8 [19] adopts an anchor-free detection approach, 
estimating object centers directly instead of relying on 
anchor boxes. This reduces the number of predictions, 
accelerating Non-Maximum Suppression (NMS), a crucial 
post-processing step. YOLOv8 consists of five model 
variants—YOLOv8n, YOLOv8s, YOLOv8m, YOLOv8l, 
and YOLOv8x—where YOLOv8n is the fastest and 
smallest, while YOLOv8x is the most precise but 
computationally intensive. 
Key architectural enhancements in YOLOv8 include: 

• C2f Module: Replaces the previous C3 module for 
improved feature extraction as shown in FIGURE 
1. 

• Backbone Optimization: The initial 6×6 
convolution was replaced with a 3×3 convolution 
for efficiency. 

• Decoupled Head: The objectness step is removed 
for streamlined prediction. 
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    FIGURE 1. Yolov8 C2f Module [19]. 
 

These enhancements contribute to YOLOv8’s superior 
performance, making it a robust solution for real-time fire 
detection applications. This study builds on prior research by 
integrating YOLOv8 for fire detection in industrial 
environments, optimizing its performance through fine-
tuning and dataset augmentation. With enhanced object 
localization and reduced false positives, YOLOv8 offers a 
highly effective approach to fire monitoring and safety. 
 
The choice of an appropriate algorithm depends on the 
specific requirements of the fire detection system, ensuring 
it can handle diverse fire scenarios and perform reliably on 
the dataset. Due to its high accuracy and speed, YOLOv8 is 
a widely preferred option; however, alternative algorithms 
may be utilized depending on the system's needs. The 
YOLOv8 model is trained using deep learning frameworks 
like TensorFlow or PyTorch, which provide essential tools 
and libraries for constructing and optimizing neural 
networks. 
 
Structurally, YOLO consists of 24 convolutional layers 
followed by two fully connected (FC) layers. Some 
convolution layers utilize 1 × 1 reduction layers to decrease 
the depth of the feature maps efficiently. The final 
convolution layer outputs a tensor of size (7,7,1024), which 
is then flattened and passed through two FC layers to 
generate 7×7×30 parameters. These parameters are reshaped 
into (7,7,30), and YOLO utilizes a sum-squared error 
function to compute the difference between ground truth 
values and predictions. 
 
The YOLO loss function comprises classification loss, 
localization loss, and confidence loss, as described by 
Redmon et al. [17]. These equations form the foundation of 
YOLO’s object detection framework, ensuring a balance 
between classification and localization accuracy. This 

methodology supports the YOLOv8-based fire detection 
system implemented in this study.  
Classification loss=∑ 1j

obj ∑ (pj(i)-p� j(i))2
i∈class

m2
j=0     (1)                                           

𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝜕𝜕𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∑ 0′𝑚𝑚2
𝑗𝑗=0                             (2)                                             

 
Where 1𝑗𝑗

𝑜𝑜𝑜𝑜𝑜𝑜 = 1 if object in 𝑗𝑗 cell, otherwise 0 and 𝑝̂𝑝𝑗𝑗(𝑖𝑖) 
represents the condition class for 𝑖𝑖 class in 𝑗𝑗 cell. 1𝑗𝑗,𝑖𝑖

𝑜𝑜𝑜𝑜𝑜𝑜 = 1 
represents 𝑖𝑖𝑡𝑡ℎ boundary box in  𝑖𝑖 cell and 𝜕𝜕𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 increase 
the weight for the loss. 
  
The confidence loss, which measures how object-like the 
box is, is as follows if an object is found inside: 
 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = ∑ ∑ 1𝑗𝑗,𝑖𝑖

𝑜𝑜𝑜𝑜𝑜𝑜    (𝑤𝑤𝑗𝑗(𝑖𝑖) − ℎ�𝑗𝑗(𝑖𝑖))2𝐴𝐴
𝑖𝑖=0

𝑚𝑚2
𝑗𝑗=0   (3)  

                                                     
The loss of confidence in the occurrence that an object is 
not found in the box can be calculated using the following 
equation: 
𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝜕𝜕𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ∑ ∑ 1𝑗𝑗,𝑖𝑖

𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛    (𝑤𝑤𝑗𝑗(𝑖𝑖) −𝐴𝐴
𝑖𝑖=0

𝑚𝑚2
𝑗𝑗=0

ℎ�𝑗𝑗(𝑖𝑖))2                                                                               (4) 
 
The sum of the localization, confidence, and classification 
losses determines the final loss using the following 
equation:  
𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹𝐹 𝐿𝐿𝐿𝐿𝐿𝐿𝐿𝐿 = 𝜕𝜕𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∑ ∑ 1𝑗𝑗,𝑖𝑖

𝑜𝑜𝑜𝑜𝑜𝑜  [(𝑝𝑝𝑗𝑗(𝑖𝑖) − 𝑝̂𝑝𝑗𝑗(𝑖𝑖))2 +𝐴𝐴
𝑖𝑖=0

𝑚𝑚2
𝑗𝑗=0

(𝑦𝑦𝑗𝑗(𝑖𝑖) − 𝑦𝑦�𝑗𝑗(𝑖𝑖))2] + 𝜕𝜕𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 ∑ ∑ 1𝑗𝑗,𝑖𝑖
𝑜𝑜𝑜𝑜𝑜𝑜  [(ℎ𝑗𝑗(𝑖𝑖) −𝐴𝐴

𝑖𝑖=0
𝑚𝑚2
𝑗𝑗=0

ℎ�𝑗𝑗(𝑖𝑖))2 + (𝑙𝑙(𝑖𝑖) − 𝑙𝑙𝑗𝑗(𝑖𝑖))2] + ∑ ∑ 1𝑗𝑗,𝑖𝑖
𝑜𝑜𝑜𝑜𝑜𝑜    (𝑤𝑤𝑗𝑗(𝑖𝑖) −𝐴𝐴

𝑖𝑖=0
𝑚𝑚2
𝑗𝑗=0

ℎ�𝑗𝑗(𝑖𝑖))2 + 𝜕𝜕𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛 ∑ ∑ 1𝑗𝑗,𝑖𝑖
𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛𝑛    (𝑤𝑤𝑗𝑗(𝑖𝑖) − ℎ�𝑗𝑗(𝑖𝑖))2𝐴𝐴

𝑖𝑖=0
𝑚𝑚2
𝑗𝑗=0                                                              

(5) 

The YOLO model is widely used for real-time object 
detection due to its speed and accuracy. Various adaptations 
have improved their efficiency in applications such as 
garbage classification using a Variational Autoencoder 
(VAE) [20], robotic vision [21], medical face mask detection 
[22], and traffic monitoring [23]. Compact versions like Tiny 
YOLOv2 and Mini-YOLOv3 have further optimized 
detection performance for embedded systems [24, 26]. 
 
For fire detection, Convolutional Neural Network (CNN)-
and Internet of Things (IoT)-integrated YOLOv5 models 
have enhanced real-time monitoring while minimizing false 
alarms [27]. However, earlier models faced challenges in 
detecting small fires and adapting to environmental 
variations due to dataset limitations and computational 
constraints [28–32]. Recent advancements in YOLOv5 and 
YOLOv8, incorporating Distance-IoU Non-Maximum 
Suppression (DIoU-NMS) for improved bounding box 
suppression [33], defogging techniques [34], and enhanced 
feature extraction with Scaled IoU (SIoU) and Convolutional 
Block Attention Module (CBAM) [35], have significantly 
boosted accuracy and efficiency. FireYOLO, combined with 
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Real-Enhanced Super-Resolution Generative Adversarial 
Network (Real-ESRGAN) has also demonstrated improved 
remote fire detection by enhancing target recognition [36]. 
This study builds on previous research by integrating 
YOLOv8 for industrial fire detection. Employing fine-tuning 
and dataset augmentation enhances detection performance, 
ensuring improved object localization and reduced false 
positives, making it a reliable choice for real-time fire 
monitoring systems. 

 
This study enhances previous research by integrating 
YOLOv8 for fire detection in industrial settings. It improves 
model performance through fine-tuning and dataset 
augmentation. Its advanced object localization and reduced 
false positives make it an effective choice for real-time fire 
monitoring systems.   

3. Dataset Description  
The team for the 2018 NASA Space Apps Challenge created 
the data utilized in this study from a variety of sources, 
including https://www.kaggle.com/phylake1337/fire-
dataset, The NASA Space data is divided into two folders: 
fire images, which contains 755 outdoor fire shots, some of 
which contain a lot of smoke, and non-fire images, which 
contains 244 nature photos (including forests, trees, grass, 
rivers, people, foggy forests, lakes, animals, roads, and 
waterfalls). More data is gathered from 

https://github.com/sulenn/fire-dataset. There are 3203 
different fire pictures about candles, forests, accidents, 
experiments, and so on. Pictures are compressed into 7 
packages. Because the size of the pictures is different, some 
packages only have a few pictures. These pictures come from 
the GitHub Repository and a few fire videos.  
Figure 2 displays examples of images with and without fire. 
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FIGURE 2.  Sample images with and without fire. 
 
 
4. Proposed Model 
The suggested method is intended to address some of the 
shortcomings of earlier studies in the detection of fire and 
offer increased accuracy, real-time detection, cost-
effectiveness, and precision. This paper presented a You 
Only Look Once Version 8 (YOLOv8) framework-based 
model for industrial fire detection. The three main phases of 
the suggested model are feature selection, data pre-
processing, and outcome evaluation using a range of metrics 
as illustrated in FIGURE 3. During the data preprocessing 
step, the images are resized and enhanced, noise is reduced, 

and videos and images are labeled with bounding boxes 
surrounding the fires. The YOLOv8 model is the 
recommended option for feature selection due to its speed 
and accuracy. Metrics such as accuracy, precision, and recall 
are employed to assess the performance of the proposed 
model. Moreover, the proposed model is trained in a real-
time system that can process real-time video streams. When 
a fire is detected, the building's fire alarm should go on to 
alert people and tell them to evacuate. 
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FIGURE 3 .   Fire detection model. 

 
Using live camera feeds or previously recorded video files, 
the fire detection algorithm employs computer vision to 
identify fires in real time. It employs a pre-trained Yolov8 
object detection model on a sizable dataset of fire and non-
fire photos, as demonstrated in Algorithm 1. It receives a 
dataset of video frames as input and output classes related to 
fire, as well as objects that are detected. Each video frame is 
iterated through by the algorithm, which preprocesses each 
one before sending it to the Yolov8 model for object 
detection. When an algorithm detects a class related to fire, 
it sounds like an alarm and notifies the appropriate 
authorities. The algorithm then saves the resultant video, 
highlighting the objects it has found. Real-time fire detection 
is made possible by the Fire Detection Algorithm, which also 
facilitates prompt and efficient responses to possible fire 
threats. There are multiple steps involved: 

1. A pre-recorded video file or a live camera is 
configured as the video input source. 

2. The video is first captured, and every frame is 
played backward and forward. 

3. Every frame is subjected to image pre-processing 
techniques, after which the Yolov8 model receives 
the pre-processed frame for object detection. 

4. Classes related to fire are examined in the objects 
detected.  

5. When a class related to fire is found, an alarm is set 
off, and the appropriate authorities are alerted. 

6. The output video is saved with the identified objects 
highlighted, and the video capture process is 
terminated. 

Algorithm 1: Fire Detection Algorithm  
Input: recorded video 
Output: Detected object 
1-Load the pre-trained Yolov8 object detection model and 
set up the necessary configurations. 
2-set up the video input score. 
3- Start the video capture process. 
4- Loop through every frame in the video. 

a) Apply image pre-processing methods like resizing 
and normalization to the current frame.  

b) Pass the pre-processed frame to the 
             Yolov8 model for object detection. 

c) Check the detected objects for fire-related classes. 
d) If a fire-related class is detected, an alarm is set off 

and the appropriate authorities are alerted. 
5- Start the process of recording a video. 
While True: 

● Read current frame from video input source. 
● Apply image pre-processing techniques. 
 

6- Stop the video capture process. 
7- The output video, which highlights the objects that were 
detected, is saved. 
 
4.1 Data preprocessing  
Before starting data preprocessing, data gathering is 
necessary. To complete this step, a sizable dataset of both 
fire and non-fire images and videos must be gathered. This 
can be accomplished by gathering pictures and videos from 
open sources, like news websites and social media, or by 
filming with specific cameras or sensors. The dataset must 
be carefully selected, duplicates must be eliminated, and 
either manually or automatically labeled methods must be 
used to indicate whether or not fires have occurred. To avoid 
the model being skewed toward one type of image, it is 
crucial to make sure the dataset is balanced with an equal 
number of images showing fire and images showing no fire. 
In data preprocessing, photos and videos—both fire and non-
fire—for the fire detection system's training and testing are 
prepared in the dataset. Using a tool for Labeling the photos 
and videos with bounding boxes surrounding the fires is what 
this entails. Next, to guarantee that both training and testing 
sets are representative of the entire dataset, the labeled data 
are divided into sets. It might also be required to perform 
additional pre-processing operations like data normalization 
or resizing. A balanced, sizable dataset that performs well in 
terms of generalization to new data is the aim. 
 
4.2 Model Selection 
 Roboflow online framework is used for model selection 
steps. The computer vision framework Roboflow simplifies 
the development and application of computer vision models. 
It provides resources for training, labeling, augmentation, 
and implementation of data. Roboflow is used by developers, 
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researchers, and organizations to build a variety of computer 
vision applications, including image classification, object 
identification, and semantic segmentation. With Roboflow, 
you can upload your datasets, enhance their labeling, add 
missing data, and create new datasets based on the ones that 
are already available. FIGURE 4 shows custom labeling in a 
corrupted file that did not have the label assigned by the 
original dataset. 
 

 
FIGURE 4 .   Labelling dataset images by using Roboflow. 

 

The YOLOv8 model [19], on the other hand, is the latest 
version of YOLO models, built in 2023 by Ultralytics. It is 
the most accurate and fastest object detection algorithm to 
date. It contains a set of distinguished features like: 

● CSPDarkNet53, which is a brand-new backbone 
network that replaces DarkNet53 and is more 
precise and efficient than YOLOv5. 

● PANet, which enhances object detection precision 
by more effectively combining features from 
various scales. 

● GIoU loss function, which is in comparison to the 
IoU loss function used earlier. 

Finally, we can export our custom-generated dataset in 
the format we need, which in our case is the YOLOv8 
model, but we can see that we have plenty of other 
models, which makes this tool easily compatible with 
the main state-of-the-art object detection models, as 
shown in FIGURE 5. 

 

FIGURE 5.    Exporting custom generated dataset in YOLOv8 version 
(Roboflow). 

4.3 Deployment Step 
Using live video streams from cameras, the trained model is 
implemented in a real-time system. A robust computer or 
server equipped with a GPU is necessary for real-time 
processing of the video feeds. When a fire is detected, the 
system should be able to read video frames from a camera or 
video stream, process them using the trained model, and 
produce alerts. A threshold value establishes the minimal 
confidence level required for the model to identify a fire; 
detections below this threshold value are rejected as false 
positives. This is one way to handle false positives. 
 
4.4 Integration Step 
The process of integration entails connecting the fire 
detection system to other systems, including emergency 
response, sprinkler, and fire alarm systems. The building's 
fire alarm system ought to sound when a fire is discovered, 
warning occupants to leave. To put out the fire, the sprinkler 
system can also be turned on. To provide a prompt and 
efficient response, emergency response systems can also be 
alerted to vital information on the location and intensity of 

the fire. These systems must be integrated properly to 
prevent false alarms and guarantee a quick, effective fire 
response. It is important to conduct testing and validation to 
make sure the systems function as a unit. 
In addition, to maintain the deployed fire detection system's 
efficacy over time, maintenance is required. This includes 
adding new data to the model, testing the system on a regular 
basis, and keeping the system's hardware and software up to 
date. Frequent maintenance enhances general safety by 
lowering the possibility of false alarms. 
 
5. Experimental Results and Discussion 
The performance of the experimental results is evaluated 
using a variety of metrics, including recall, F-Measure, 
accuracy, and precision.  
The metrics have the following definitions:  
Confusion matrix, a tabular representation of an 
algorithm’s performance. It displays the quantity of true 
positives (TP, FP) and false negatives (TN, FN) for each 
class. 
Precision is the percentage of the objects being correctly 
identified as belonging to a certain class. Precision is the 
proportion of objects that are accurately classified as 
members of a particular class. Precision in terms of positive 
findings is the ratio of correctly anticipated observations to 
all positive finds that were predicted. The ratio of true 
positive predictions to all positive predictions is known as 
precision. This can be computed using Equation (6). 
Recall the percentage of objects that are identified as part of 
a certain class. The recall is the proportion of true positive 
predictions over all actual positives.     This can be computed 
using Equation (7). 

𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃𝑃 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹

                   (6)                                                                         

𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟𝑟 = 𝑇𝑇𝑇𝑇
𝑇𝑇𝑇𝑇+𝐹𝐹𝐹𝐹 

                        (7)                                                                         
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where True Positive is represented by TP. False Positive is 
referred to as FP, and True Negative as TN. 
MAP (Mean Average Precision), the most used performance 
evaluation metric in the object detection model, it is the 
average of the Average Precision metric over all the classes 
in a certain model. This metric has two main sections: 
mAP(5) and mAP(5-95). The "(5)" means that it is  
computed at a threshold of 0.5(or 50%) Intersection-over-
Union (IoU). The “(5-95)” means that it is calculated across 
 a range of IoU thresholds, from 0.5 to 0.95 with a step size 
of 0.05. These metrics have been used to evaluate the overall 
performance of our models, but we have also observed the 
training time, CPU/GPU usage, and adaptability to a certain 
environment/platform. 
  
 

 
FIGURE 6.   Dataset split 

 
The YOLOv8 model was trained using transfer learning, 
initializing with pre-trained COCO dataset weights and fine-
tuning on the collected dataset. Training was conducted for 
30 Epochs with an initial learning rate of 0.01 and a batch 
size of 16. The dataset consists of 3,788 images, split into 
70% for training, 15% for validation, and 15% for testing, as 
illustrated in Figure 6. Fire annotations follow the YOLOv8 
format. 
Each image underwent preprocessing, including resizing to 
640×640 and auto-orientation of pixel data (with EXIF-
orientation stripping), and no image augmentation was 
applied. The proposed model was implemented, trained, and 
validated on a GPU platform. An example of fire detection 
is shown in Figure 7. 
 

     
         FIGURE 7 .   Fire Detection Examples  
 
 
The epoch versus loss of the model on train and validation 
datasets is shown in FIGURE 8.  

 
 

FIGURE 8 .   Train & Validate Metrics 
 
Figure 8 presents the training and validation results of 
YOLOv8, highlighting key loss components: train/box_loss, 
train/cls_loss, and train/dfl_loss represent bounding box 
loss, classification loss, and distribution focal loss during 
training, while val/box_loss, val/cls_loss, and val/dfl_loss 
indicate the same during validation. Evaluation metrics, 
including mAP50 and recall, measure detection 
performance, with mAP50 reflecting mean average precision 
at an IoU of 0.50. Box and Objectness assess the accuracy of 
bounding box placement, while Classification evaluates 
object detection performance. The results demonstrate 
effective learning, as both training and validation losses 
decrease consistently. Precision and recall improved over 
time, with mAP50 and mAP50-95 steadily increasing, 
confirming enhanced detection accuracy. This indicates that 
YOLOv8 successfully generalizes fire detection 
applications. 
 

TABLE I .  The evaluation metrics for different models 
Model  Precision  Recall 

YOLOv3 92.09% 88.89% 

YOLOv4 93.57% 87.2% 

YOLOv5 85.2% 25.07% 

YOLOv6 52.8% 70.6% 

YOLOv7 78.9% 67.7% 

YOLOv8 98.9% 95.3% 
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Figure 9. Evaluation Metrics for Different YOLO Models. 

The results in Table I and Figure 9 provide a comparative 
analysis of YOLO models from YOLOv3 to YOLOv8 using 
the same dataset. The results show that YOLOv8 
outperforms its predecessors in precision and recall, making 
it highly effective for real-world fire detection. The proposed 
model achieves a high precision rate of 98.9% in 
distinguishing fire from non-fire instances. This 
improvement is attributed to YOLOv8’s enhanced feature 
extraction, optimized training strategies, and architectural 
advancements, such as improved anchor box predictions and 
adaptive spatial feature fusion. Unlike earlier YOLO 
versions and CNN-based models, YOLOv8 excels in 
detecting small fires and adapting to varying conditions, 
proving to be a reliable choice for real-time fire detection 
applications. 

TABLE II .  Comparison of various YOLOv8 models and their evaluation 
metrics. 

Model  Precisio
n  

Recal
l 

MAP5
0 

MAP5
0-95 

Time 
(Hours
) 

YOLOv8
n 

91.7% 86.5
% 

93.5% 58.5% 0.779 

YOLOv8
s 

94.3% 91.9
% 

96.4% 67.2% 0.812  

YOLOv8
m 

96.2% 86.6
% 

95.1% 63.5% 1.452 

YOLOv8l 90.5% 82.3
% 

90.3% 56.5% 2.167 

YOLOv8
x 

91.6% 82.8
% 

90.4% 56.8% 3.675 

 
The performance of the five YOLOv8 models, assessed 
using four metrics—precision, recall, mean average 
precision at IoU 0.50 (mAP50), and mean average precision 
at IoU 0.50 to 0.95 (mAP50-95)—along with training time. 
The results in Table II and Figure 10 highlight the 
performance trade-offs among different YOLOv8 variants in 
fire detection tasks. YOLOv8m achieved the highest 
precision (96.2%) and a strong MAP50 (95.1%), likely due 
to its balanced architecture, which provides a good mix of 
accuracy and computational efficiency. YOLOv8s 
demonstrated the best recall (91.9%) and the highest 

MAP50-95 (67.2%), suggesting its ability to detect a wide 
range of fire instances, benefiting from an optimized feature 
extraction process and fine-tuned hyperparameters. 
YOLOv8n, with its lightweight design, exhibited 
competitive precision (91.7%) and recall (86.5%) while 
maintaining the shortest training time (0.779 hours), making 
it suitable for real-time applications with limited resources. 
On the other hand, YOLOv8l and YOLOv8x required 
significantly longer training times (2.167 and 3.675 hours, 
respectively) but did not outperform YOLOv8m or 
YOLOv8s in terms of precision and recall. This can be 
attributed to diminishing returns in accuracy gains despite 
increased model complexity. The results justify the selection 
of YOLOv8m and YOLOv8s as optimal choices, balancing 
detection accuracy and computational efficiency for real-
world fire detection applications. 

 

Figure 10 . Comparison of various YOLOv8 models and their evaluation 
metrics. 

TABLE III .  The proposed model vs. The state-of-the-art models 

Ref.  Model  Precisi
on  

Recall  maP  System  

[37] YOLO 
V8 

97.5% 95.7% 96.2% Fire / 
smoke 

[38] YOLO 
V5 

94.99% 78.28% 85.8% Smoke  

[39] YOLO 
V6 

93.48% 28.29% 90% Fire / 
smoke 

[40] YOLO 
V2 

97% 97% 95.4% Fire / 
smoke 

Propose
d model  

YOLO 
V8 

98.9% 95.3% 98.1% Fire 
/non_fi
re 
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FIGURE 11 . Comparison of YOLO Models for Fire Detection.  

The three systems' performance comparison is displayed in 
TABLE III and Figure 11. The suggested model 
demonstrated its efficacy in identifying fires in real-world 
scenarios by outperforming the current models in terms of 
maP, precision and recall. Although the authors in [37] and 
our model used the same version of YOLO, our suggested 
model has a high precision rate of 98.9% in detecting fire and 
non-fire. When compared to other deep learning-based fire 
detection systems and previous versions of YOLO, we 
believe that YOLO v8's increased accuracy and speed 
detection for our system's superior performance. 

6. Conclusion 
This paper presented an improved method for industrial fire 
detection based on the YOLOv8 algorithm which makes use 
of deep learning capabilities to detect fire-specific 
characteristics instantly in real time. In comparison to more 
conventional fire detection techniques, the fire detection 
approach may increase fire detection accuracy, lower false 
alarms, and be more affordable. It can also be expanded to 
detect other interesting objects in smart cities, like flooding 
or gas leaks. This study presented a You Only Look Once 
Version 8 (YOLOv8) framework-based model for industrial 
fire detection. The three main phases of the suggested model 
are feature selection, data pre-processing, and outcome 
evaluation using a range of metrics. During the data pre-
processing step, images are resized, enhanced, noise is 
reduced, and videos and images are labeled with bounding 
boxes surrounding the fires. The YOLOv8 model is the 
recommended option for feature selection due to its speed 
and accuracy. The accuracy, precision, and recall of the 
suggested model are just a few of the metrics used to evaluate 
its performance. Moreover, the proposed model is trained on 
a real-time system that can process real-time video streams. 
The building's fire alarm system should sound when a fire is 
discovered to warn people and direct them to leave. The 
results of the experiment demonstrate that the suggested 
model achieved 98.1% accuracy, 98.9% precision, 95.3% 
recall, and 98.1% mAP. Finally, using the same dataset, the 
suggested model is compared to current techniques. In future 
we will continue further research and experimentation with 
the most recent object detection models, such as YOLOv11, 
which have been released recently. 
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