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ABSTRACT In educational settings, students with Attention-Deficit/Hyperactivity Disorder often experience difficulties with 
maintaining focus and effectively interacting with instructional content. Video-based training has emerged as a promising 
approach to address these challenges, particularly as digital media continues to expand in today’s classrooms. Such videos can 
provide children with attention-deficit/hyperactivity disorder adaptable, engaging, and motivating learning opportunities 
through the integration of multimedia elements and adaptive design techniques. The effectiveness of educational videos for 
these learners is influenced by five key factors examined in this study: video length, variety of visual objects, audio quality, 
visual clarity, and instructor hand movements. A review of recent research indicates that Hand Gesture Recognition 
technologies, multimodal cues, and high-quality audiovisual content can significantly enhance learner engagement, 
comprehension, and attention. Existing research, however, frequently addresses these elements separately and lacks a 
systematic framework that integrates them from a technical and educational perspective. This study fills this gap by putting 
forward a research-based, interpretable framework that combines these elements to create inclusive, successful instructional 
videos created especially for students with attention-deficit/hyperactivity disorder. 
 
INDEX TERMS Deep Learning, Attention-Deficit/Hyperactivity Disorder, Educational Video Suitability, Hand Movement. 
 

1. INTRODUCTION 

With instructional videos emerging as one of the most 
popular digital resources, the quick expansion of online 
learning environments has changed the distribution and 
accessibility of educational content [1], [2]. Although these 
videos offer flexibility, multimodal interaction, and a 
worldwide audience, not all students benefit equally from 
them. Students with Attention-Deficit/Hyperactivity 
Disorder (ADHD), a neurodevelopmental disorder that 
affects roughly 6.8% of adults and 7.6% of children globally 
[3], in particular, frequently have significant difficulties 
when it comes to participating in and reaping the benefits of 
video-based training. Their capacity to maintain focus, 
absorb information, and remember knowledge can be 
weakened by symptoms such impulsivity, hyperactivity, and 
inattention [4], [5]. According to research, learners with 
ADHD may be further hampered by instructional videos that 

lack adequate diversity, interactive cues, or suitable pacing 
[6], [7], [8]. Additionally, excessive or badly structured 
visual and audio stimulation might reduce understanding and 
increase distraction [9]. Video design must therefore be 
carefully modified to suit neurodiverse learners. Numerous 
studies have examined many aspects over the last ten years, 
including multimedia components, video duration, instructor 
hand gestures, and audio-visual quality [10], [11]. More 
recently, educational videos have been evaluated and 
categorised using sophisticated computational techniques 
like explainable artificial intelligence (XAI) and deep 
learning that take into account the cognitive needs of 
students with ADHD [12]. There are still large gaps in spite 
of these advancements. A large portion of the material 
currently in publication is based on manual, small-scale 
assessments that are not generally applicable, while more 
comprehensive research on online learning frequently 
ignores difficulties unique to ADHD [13]. Furthermore, 
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there is very limited use of deep learning models for 
assessing educational content for ADHD, despite their 
impressive performance in related fields like image 
recognition and video analysis [14]. This paper makes two 
major contributions to alleviate these limitations. It begins 
by reviewing current studies on video-based learning for 
students with ADHD, with an emphasis on five factors: the 
duration of the video, the variety of objects, the audio 
quality, the visual clarity, and the hand gestures of the 
instructor. Secondly, it explores how deep learning 
techniques can be used to automatically recognise video 
features that enhance learning outcomes and engagement for 
neurodiverse students. In order to give a thorough review of 
the topic and suggest future research possibilities, this book 
attempts to bridge insights from educational psychology, 
instructional design, and artificial intelligence. This paper's 
remaining sections are organised as follows. Section 2 
examines the related work on video-based instruction for 
ADHD students, highlighting important results and major 
research needs. Section 3 provides a comprehensive 
discussion of the evaluated literature on HGR methods and 
the applicability of educational videos for ADHD, followed 
up by a summary table. The paper's conclusion and possible 
future study directions are provided in Section 4. 
 
2. Related Work 

Due to the increasing prevalence of ADHD worldwide and 
the expanding significance of digital media in education, 
there has been a growing interest in using instructional 
videos to help students with ADHD. Inattention, 
hyperactivity, and impulsivity are the hallmarks of ADHD, 
which affects roughly 7.6% of children and 6.8% of adults 
globally [3], [15], [16] . These traits frequently impair 
motivation and academic performance. When carefully 
created, instructional films provide structured, multimodal 
content that is suited to a variety of attention patterns in order 
to overcome these issues. The incorporation of interactive 
components that maintain focus is a crucial component. A 
subfield of human-computer interaction called hand gesture 
recognition (HGR) serves as one illustration. In recent years, 
developments in deep learning and computer vision have 
improved engagement through HGR, which offers visual 
anchors that direct attention, support spoken content, and 
explain challenging concepts all of which are especially 
helpful for students who struggle with attention 
management.  
Audio-visual quality is equally important. Clear images and 
well-balanced audio, according to research, assist ADHD 
children avoid distractions, nevertheless low-quality sound, 
background noise, or inadequate illumination cause overload 
and disengagement. Audio-visual content that has been 
optimized promotes comprehension, focus, and retention. 

The variety of visual objects is another crucial factor. 
Learning is enhanced and visual comprehension is supported 

when on-screen text, diagrams, animations, and other 
components are used. Balanced design is crucial since too 
many or badly organized images can overwhelm ADHD 
students. In order to assess their effects, this paper uses 
machine learning and deep learning to examine five 
fundamental multimedia dimensions: teacher hand 
movements, video length, object diversity, audio quality, and 
visual quality. This paper supports inclusive digital 
education by filling up theoretical and empirical gaps and 
directing the creation of adaptive learning platforms and 
video content that is suitable for people with ADHD. 
 
2.1 Video-Based Classification for ADHD Students 

Significant academic obstacles, such as subpar grades, 
decreased standardized test scores, and higher rates of grade 
retention, are faced by students with ADHD. According to 
research, in order to lessen these difficulties, specialized 
teaching methods are required. Ten primary school students 
with ADHD and their instructors participated in semi-
structured interviews with McDougal et al., who identified 
classroom tactics included dividing work into digestible 
portions and using organizing aids like homework folders. 
However these approaches are frequently generic rather than 
ADHD-specific, suggesting the need for more focused 
therapies [17]. In a similar vein, Lovett & Nelson carried out 
a systematic review of accommodations for kids and teens 
with ADHD, including extended test duration, read-aloud 
choices, small-group testing, color contrast tools, and 
calculators. They discovered that although these 
accommodations are frequently utilized, they frequently lack 
empirical support specific to ADHD and exhibit inconsistent 
efficacy [18]. Although they don't particularly address video-
based therapies, these studies highlight the value of 
individualized teaching techniques. Video-based education 
presents a viable way to engage students with ADHD. 
Students with ADHD benefit from multimodal, interactive, 
and succinct content to help them with their attention issues, 
and videobased learning is a promising way to engage them. 
During the COVID-19 pandemic, Levenberg & Abu Reesh 
investigated how 12 university students with ADHD 
perceived learning from recorded lectures. They discovered 
that video recordings give students a sense of control over 
time, place, and pace, allowing them to pause, rewind, or 
change playback speed to suit their needs [19]. Although 
there are no systematic frameworks to categorise educational 
videos based on ADHD-specific criteria like attention 
retention or emotional regulation, these studies indicate that 
educational videos can be created with features like visual 
cues, brief segments, and interactive elements to decrease 
cognitive load and increase engagement for ADHD students. 
The PEMAT technique for audiovisual content in Japanese 
patient education, for instance, was translated and verified by 
Furukawa et al., demonstrating its ongoing applicability in 
assessing the actionability and understandability of 
multimedia materials [22]. The PEMAT technique for 
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audiovisual content in Japanese patient education, for 
instance, was translated and verified by Furukawa et al., 
demonstrating its ongoing applicability in assessing the 
actionability and understandability of multimedia materials 
[20], To counteract disinformation strategies, Ji et al. 
presented self-reflection techniques in big language models, 
which could be modified to guarantee the accuracy of 
classified instructional videos [21], Thus, the literature 
reveals a number of challenges: The variety of ADHD 
symptoms (e.g., inattentive vs. hyperactive-impulsive 
subtypes) necessitates adaptive classification systems based 
on individual differences, a gap not addressed in current 
literature [23].  However, rather than being comparative, a 
large portion of the examined literature is descriptive. 
Previous research frequently presents tools or methodologies 
separately without conducting a thorough evaluation. 
Seldom are important elements like datasets, performance 
metrics, and study constraints compared. For instance, while 
some study emphasises aspects like interactive elements or 
visual signals, there isn't much data on which tactics are most 
effective for students with ADHD. It is challenging to 
generalise results or create precise design guidelines for 
video-based training due to the absence of organised 
comparison. 

2.2 Hand Gesture Recognition 

HGR is a contactless and user-friendly way of interaction 
that uses cameras to record and interpret motions. In their 
thorough analysis of 90 studies, Ameur et al. highlighted the 
Leap Motion Controller (LMC) for accurate gesture tracking 
in robotics and medical applications, pointing out both its 
advantages and disadvantages in terms of data collection and 
calibration [24]. Similar to this Khan et al. divided vision-
based methods into four categories: deep learning, motion 
analysis, skeleton-based modelling, and skin colour 
segmentation. They also identified problems such as 
background noise and illumination variation [25], which are 
especially important in real-world situations where reliable 
segmentation is crucial. The goal of recent developments is 
to enhance real-time performance. For example, Garcia et al. 
proposed RGB-S, which avoids computationally costly 
techniques like optical flow and achieves high accuracy on 
the IPN Hand dataset by combining RGB frames with hand 
segmentation masks via Temporal Segment Networks (TSN) 
and ResNet-50 [26]. In order to enable biomimetic learning 
for humanoid robots, Olikkal et al. used the MediaPipe 
architecture to recognise 33 static American Sign Language 
(ASL) movements in real-time using a single RGB camera. 
[27], despite the fact that their focus on static movements 
restricts their use in dynamic situations. Linardakis et al. 
examining visual-input-based HGR covering RGB, depth, 
and video data and summarised current trends and challenges 
like occlusion, generalisation across users, and 
computational efficiency for real-time deployment, highlight 
the need for current comprehensive surveys. For accurate 

detection, sensor-based HGR techniques that record hand 
movements or muscle signals include datagloves and surface 
electromyography (sEMG). Standardising feature extraction 
(e.g., RMS, MAV) and classification (e.g., SVM, ANN) 
procedures in their review of 65 sEMG-based research, 
pointing out issues with overfitting and reproducibility. [28]. 
Although signal noise is still an issue, Zhang et al. described 
sophisticated applications like fingertip force estimation and 
catalogued datasets like Ninapro and CapgMyo. [29]. 
Another sensor-based method is Datagloves: In order to 
recognise 24 static and 16 dynamic ASL motions, Faisal et 
al. developing a low-cost dataglove with flex sensors and 
inertial measurement units and presented a Spatial Projection 
Image approach. Despite having a small dataset, their 
parallel-path neural network performed better than 
conventional ML and CNN techniques [30]. In their 
comparison of vision-based and sensor-based approaches, 
Kim et al. emphasised the computational intricacy of 
datagloves and the significance of reliable algorithms such 
as deep neural networks and Hidden Markov Models [31]. 
Applications of HGR include robots, virtual reality (VR), 
sign language translation, and human–computer interface. 
Using color-space segmentation and machine learning, 
Smith et al. created a two-phase British Sign Language 
(BSL) recognition system that is restricted to five BSL 
alphabets and is aimed at the speech-impaired 
community[32]. Chen et al. compared systems based on 
gloves, cameras, radar, and EMG in VR situations and 
recommended including tactile feedback for immersive 
experiences [33]. Although scalability in complex situations 
is still a challenge, it investigated biomimetic learning for 
human–robot collaboration in the field of robotics[27]. 
whereas vision-based techniques are hindered by occlusion, 
background noise, and variations in light [25], Important 
research gaps still exist: sEMG-based techniques suffer from 
signal noise and variability [28], [34]. The amount, diversity, 
and recentness of datasets across methodologies are 
frequently lacking [26], [35]. Lightweight models are 
required for real-time implementation in devices with limited 
resources, and generalisability is limited by concentrating on 
small gesture sets such as ASL or BSL [30], [32]. Lastly, 
comparing different methodologies is made more difficult by 
the lack of standardised datasets and evaluation measures 
[28], [31]. Overall, earlier studies on HGR show notable 
advancements, However they are still dispersed. Sensor-
based approaches have problems with noise and 
repeatability, whereas vision-based approaches have 
problems with occlusion and lighting. Generalisation is 
challenging because these works are rarely compared using 
uniform datasets or evaluation metrics. Furthermore, 
generalisability is diminished by the majority of studies' 
emphasis on small gesture sets. The necessity for a 
methodical framework that unifies research results and 
directs future HGR implementations in practical settings is 
highlighted by this gap. 
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2.3 Video and Audio Quality 

For children with ADHD, who are extremely sensitive to 
sensory distractions and need clear, captivating stimuli, the 
quality of the audio and video is crucial in deciding how 
successful the educational material is. A. Yeung, decleared 
background noise and other poor audio quality can seriously 
hinder speech processing and comprehension [36], For 
children with ADHD, who are extremely sensitive to sensory 
distractions and need clear, captivating stimuli, the quality of 
the audio and video is crucial in deciding how successful the 
educational material is. Background noise and other poor 
audio quality can greatly hinder speech processing and 
understanding, highlighting the need of clean audio in 
reducing distractions and promoting auditory processing. Lui 
et al., using the Patient Education Materials Assessment Tool 
(PEMAT-A/V), an analysis of 100 TikTok videos about 
ADHD showed that high-quality audio-visual content 
created by medical professionals was more accurate and 
captivating, highlighting the importance of quality in 
thwarting false information and maintaining focus. [37]. L. 
Jiang, has been demonstrated that short, visually appealing 
psychoeducational videos with crystal-clear audio increase 
accessibility and engagement for young people with ADHD 
from a variety of language backgrounds. [38]. There is no 
study on optimising audio-visual quality measures, like 
resolution, audio clarity, and captioning, for ADHD-specific 
cognitive and sensory demands, despite these discoveries 
[20], [36], he majority of research focusses on user-
generated content or generic accommodations instead of 
organized instructional videos that are adapted to the 
learning objectives of ADHD [37], [38], and existing designs 
do not sufficiently address the variability of ADHD 
symptoms, which call for flexible content forms [23]. All 
things considered, although earlier research emphasises the 
significance of audio and video clarity for sustaining focus, 
these findings are rarely translated into systematic design 
principles or assessment frameworks. This disparity 
emphasises the necessity of using standardised criteria to 
evaluate the audiovisual quality of instructional videos, 
especially those geared towards students with ADHD, in 
order to make sure that multimedia content reduces 
distractions and enhances understanding. 

2.4 Object Detection 

Since ADHD children can be both hyper focused and 
distracted, a variety of objects in movies, such as props, 
graphics, or on-screen elements, are essential for keeping 
their attention. H. Zhu, R. well-chosen visual components 
and regulated variability promote focus, however excessive 
or unnecessary visuals increase distraction and cognitive 
overload, according to a recent study examining video 
accessibility tactics for ADHD viewers [39]. Similarly, A. 
Shrivastava, was shown that decreasing clutter, emphasising 
important visual elements, and simplifying backdrops 

greatly enhance viewability and lessen distraction in Focus 
View, a customisable video interface made for people with 
ADHD [40]. Validated through a nine-month experimental 
study with children with ADHD, design principles based on 
neurodiversity-informed visual design demonstrated that 
incorporating visually distinct elements, such as clear focus 
points, simplified icons, and limited clutter, gradually 
improves attention and engagement. Despite these 
advancements, there are still important gaps in the literature: 
few empirical studies have been conducted to quantify the 
precise effects of visual object quantity, type, or complexity 
on attention and learning in ADHD learners [39], [40], and 
the majority of studies concentrate on general accessibility 
principles rather than educational videos specifically 
designed for ADHD [40], The range of ADHD symptoms 
highlights the need for individualized visual design 
approaches, which are still little understood [23], and there 
aren't many systematic frameworks for creating movies with 
a variety of visual objects that are targeted at ADHD [40]. In 
order to maximize the visual components of instructional 
films for students with ADHD, these gaps underscore the 
pressing need for evidence-based design recommendations.   
Ultimately, previous research has recognised the influence of 
visual items on attention, however it has not provided 
systematic frameworks for design or assessment that are 
specific to students with ADHD. This reveals a crucial gap: 
in order to develop evidence-based, ADHD-specific 
guidelines for incorporating visual elements into 
instructional videos, future research must go beyond generic 
accessibility principles. Attempts like these would guarantee 
that object variety promotes concentration without causing 
distraction or cognitive overload. 

3. Discussion 

The reviewed literature's recurrent themes are shown in 
Table 1. A technological viewpoint emphasises HGR and 
computer vision methods. On the other hand, an educational 
viewpoint stresses the appropriateness of videos, taking into 
account elements like length, visual variety, and audio/visual 
quality. The current research can be roughly categorised 
using these two viewpoints. 
Despite the abundance of tools and technological 
developments in computer vision, there are still few 
systematic frameworks available for classifying instructional 
videos. More significantly, only a small percentage of these 
frameworks are made especially to meet the needs of 
students with ADHD. This disparity emphasises the need for 
strategies that incorporate both technical and instructional 
factors.The table also demonstrates how accuracy is the 
primary focus of reported performance indicators, which 
frequently rely on tiny or unbalanced datasets and make little 
use of standardised evaluation criteria. This limits the 
findings' capacity to be compared and generalised. 
Furthermore, rather than including the visual, auditory, and 
temporal modalities into a holistic multimodal model, the 
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majority of research handle them separately. The lack of 
explainable outputs, a crucial element for the effective use of 
such systems in educational settings, is another significant 
drawback. Practically speaking, our results highlight the 
necessity of multimodal categorisation frameworks that 
integrate temporal, visual, and aural inputs, backed by 
lightweight models that may be implemented in actual 
learning settings. In order to give educators interpretable 
explanations for system judgements, explainable AI (XAI) 
must be incorporated. In this way, the table acts as a road 
map: the most promising avenue for further study is to 
incorporate the powerful technical capabilities of computer 
vision into an interpretable and educationally based 
framework specifically designed for students with ADHD.  
The review identifies a number of gaps in the existing 
literature that need to be filled: 

 
   - Absence of integrated frameworks: Previous research 
addresses educational elements (like video appropriateness 
for ADHD) and technical aspects (like HGR and computer 

vision) alone, without any kind of systematic integration. 
 
   - Over-reliance on limited measurements Accuracy is the 
primary focus of reported performance metrics, which 
frequently use unstandardised evaluation procedures and 
small or unbalanced datasets. 

   -  Lack of multimodal models: Most research     examines 
visual, auditory, or temporal modalities separately rather 
than in a whole multimodal framework designed for students 
with ADHD. 

   -  Limited interpretability: Only a small number of methods 
use explainable AI, which limits the results' transparency and 
prevents their use in actual learning settings. 
 
These combined limitations highlight the need for more 
research that combines pedagogical design and technological 
innovation to make sure that classification systems are useful 
and instructive for students with ADHD.

TABLE 1. Summary of Reviewed Studies on ADHD Educational Video Suitability and HGR Techniques 

Research 
Number 

Dataset Used Methodology Results Relevance to 
ADHD 

Identified Gaps 

Polanczyk 
et al., 2014 
[4] 

10 primary 
students with 
ADHD + 
teachers 

Semi-structured 
interviews 

Identified 
strategies (task 
chunking, 
homework folders) 

Highlights 
classroom 
accommodations 

General 
strategies; not 
ADHD-specific 
interventions 

Becker et 
al., 2020 
[5] 

Multiple studies Systematic review Accommodations 
(extended time, 
small groups, etc.) 
show mixed 
effectiveness 

Supports flexible 
learning 
approaches 

Lack of ADHD-
specific empirical 
support 

Mayer, 
Fiorella & 
Stull, 2020 
[6] 

12 university 
students with 
ADHD 

Interviews and surveys Recorded lectures 
provide flexibility 
in pace, location, 
timing 

Video recordings 
support ADHD 
self-paced 
learning 

No ADHD-
specific video 
classification 
framework 

Dargue, 
Sweller & 
Jones, 2019 
[7] 

Japanese patient 
education videos 

Translation + validation 
study 

PEMAT tool 
validated for 
audiovisual 
content 

Shows tools for 
evaluating 
multimedia 
clarity 

Not tailored to 
ADHD 
educational video 
needs 

Li et al., 
2022 
[8] 

Large language 
models 

AI self-reflection 
experiment 

Reduced 
misinformation in 
AI responses 

Adaptable to 
ensure accurate 
video 
classification 

Not applied to 
ADHD or video-
based learning 

Holmes, 
Bialik & 
Fadel, 2019 
[9] 

Theoretical study  Literature insights ADHD symptoms 
vary (inattentive vs 
hyperactive) 

Highlights need 
for adaptive 
frameworks 

Current systems 
don’t address 
ADHD subtypes 

Oudah, Al-
Naji & 
Chahl, 
2020 
[24] 

Leap Motion 
datasets 

Review of Leap Motion 
in HGR 

Achieved 85–95% 
accuracy - 
Effective in 
robotics and 

Emphasizes Leap 
Motion for 
precise vision-
based tracking 

Occlusion and 
calibration issues; 
limited 
generalizability 
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medical 
applications 

Benitez-
Garcia et 
al., 2021 
[25] 

NUS Hand 
Posture, ASL 
Fingerspelling 

Systematic review of 
vision-based techniques 

CNNs and depth 
sensors achieved 
70–95% accuracy - 
Challenges: 
illumination, 
background noise 

Categorizes 
vision-based 
methods (e.g., 
skin 
segmentation, 
deep learning); 
highlights real-
world challenges 

Limited dataset 
diversity; lack of 
standardized 
evaluation 
metrics 

Olikkal et 
al., 2024 
[26] 

IPN Hand Semantic segmentation 
using TSN, ResNet-50 

Accuracy 
improved by 10% 
over baseline 
CNNs - Real-time 
processing via 
RGB-S 

Advances real-
time HGR with 
RGB and 
segmentation; 
avoids costly 
optical flow 

Small dataset 
size; limited to 
static gestures 

Jaramillo-
Yánez, 
Benalcázar 
& Mena-
Maldonado, 
2020 
[27] 

Custom ASL 
dataset 

Biomimetic learning 
using MediaPipe 

88% accuracy for 
33 static ASL 
gestures - Supports 
human–robot 
collaboration 

Real-time vision-
based HGR for 
robotics using a 
single RGB 
camera 

Limited to static 
gestures; small 
dataset size 

Wang, 
2024 
[32] 

Custom BSL 
dataset 

Color-space 
segmentation + ML 

90% accuracy for 5 
British Sign 
Language 
alphabets - 
Reduced 
performance in 
dynamic gestures 

Vision-based 
BSL recognition 
for speech-
impaired users 

Limited to a few 
gestures; poor 
generalizability 

Ni et al., 
2024 
[33] 

VR-based 
datasets 

Review of AI in VR-
based HGR 

Achieved 90–95% 
accuracy - 
Hardware choice 
impacts 
performance 

Compares 
vision- and 
sensor-based 
HGR in VR; 
advocates tactile 
feedback 

Resource-
intensive; lack of 
standardized 
metrics 

Lemel, 
Shalev, 
Nitsan & 
Ben-David, 
2023 
[35] 

IPN Hand, DHG-
14/28 

Survey of vision-based 
HGR (RGB, depth, 
video) 

CNNs and LSTMs 
achieved 90–98% 
accuracy - Dataset 
diversity found to 
be critical 

Comprehensive 
review of visual-
input HGR; 
addresses 
occlusion and 
generalization 

Lack of 
standardized 
datasets; real-time 
deployment 
challenges 

Yeung, Ng 
& Abi-
Jaoude, 
2022 
[36] 

24 young adults 
with ADHD 

Experimental study 
(eye-tracking, 
neuroimaging) 

Poor audio quality 
impairs speech 
processing - 
Background noise 
reduces ADHD 
comprehension 

Emphasizes clear 
audio to 
minimize 
sensory 
distractions for 
ADHD 

Limited to audio; 
no 
comprehensive 
video quality 
metrics 

Lui et al., 
2025 
[37] 

100 TikTok 
videos on ADHD 

Cross-sectional content 
analysis (PEMAT-A/V) 

High-quality AV 
content more 
accurate/engaging  
- Healthcare 
professional videos 
outperformed 
others 

Highlight’s role 
of high-quality 
audio-visuals in 
engaging ADHD 
students 

Focus on user-
generated 
content; no 
ADHD-specific 
quality 
framework 
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Jiang et al., 
2025 
[38] 

Youth with 
ADHD 

Development/evaluation 
of online resources 

Short, clear AV 
psychoeducational 
videos improved 
engagement 

Short, high-
quality videos 
enhance 
accessibility for 
ADHD youths 

Limited to 
general 
psychoeducation; 
no systematic 
quality 
classification 

4.Conclusion  
 
This review emphasised two complementary research 
streams: (i) educational research that focusses on the 
pedagogical and cognitive aspects of designing videos that 
are suitable for people with ADHD, and (ii) technological 
advancements in computer vision and HGR that offer 
powerful tools for modelling behavioural and visual features. 
The development of adaptable, captivating, and customised 
video-based learning for children with ADHD is made 
possible by bridging these areas. Future studies should focus 
on developing multimodal and balanced datasets specifically 
for ADHD learners, integrating explainable AI (XAI) for 
clear and understandable decision-making, and developing 
conceptual frameworks that methodically integrate 
educational suitability factors with gesture-based and visual 
recognition techniques in order to further this field. 
Additionally, to evaluate how well these strategies improve 
accessibility, interaction, and learning outcomes for 
neurodiverse children, empirical validation in actual 
classroom settings is required. 
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